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Abstract
Background
The escalating overload and saturation of emergency services, primarily caused by non-urgent cases
overwhelming the system, have spurred a critical necessity for innovative solutions that can effectively
differentiate genuine emergencies from situations that could be managed through alternative means, such
as using AI chatbots. This study aims to evaluate and compare the accuracy in differentiating between a
medical emergency and a non-emergency of three of the most popular AI chatbots at the moment.

Methods
In this study, patient questions from the online forum r/AskDocs on Reddit were collected to determine
whether their clinical cases were emergencies. A total of 176 questions were reviewed by the authors, with
75 deemed emergencies and 101 non-emergencies. These questions were then posed to AI chatbots,
including ChatGPT, Google Bard, and Microsoft Bing AI, with their responses evaluated against each other
and the authors’ responses. A criteria-based system categorized the AI chatbot answers as “yes,” “no,” or
“cannot determine.” The performance of each AI chatbot was compared in both emergency and non-
emergency cases, and statistical analysis was conducted to assess the significance of differences in their
performance.

Results
In general, AI chatbots considered around 12-15% more cases to be an emergency than reviewers, while they
considered a very low number of cases as non-emergency compared to reviewers (around 35% fewer cases).
Google Bard detected the most true emergency cases (87%) and true non-emergency cases (36%). However,
no real difference in performance between the three AI chatbots was found in detecting true emergencies
(p-value = 0.35) and non-emergency cases (p-value = 0.16). 

Conclusions
These AI systems require further refinement to identify emergency situations accurately, but they could
potentially be an innovative tool for emergency care and improving patient outcomes. The integration of AI
chatbots like ChatGPT, Google Bard, and Microsoft Bing Chat offers a promising avenue to mitigate ED strain
and enhance emergency management.

Categories: Emergency Medicine, Healthcare Technology
Keywords: ai & robotics in healthcare, emergency department, emergency room, emergency, microsoft bing, google
bard, chatgpt, chatbot, artificial intelligence

Introduction
A chatbot is a software program designed to imitate human conversation by means of text or voice
interactions, typically online [1]. With diverse applications spanning across industries, these bots facilitate
interactions, optimize processes, and enrich user experiences across various fields, making them valuable
assets for both businesses and individuals [2]. Furthermore, chatbots are already actively used in the
healthcare sector [3]. According to a study, medical professionals in the United States perceive chatbots as
particularly useful for tasks like scheduling doctor appointments, locating health clinics, or offering
medication information [4].

Modern chatbots are artificial intelligence (AI) systems that can engage in natural language conversations,
mirroring human conversational behavior [5]. These technologies often incorporate components of deep
learning and natural language processing. Recently, this domain has garnered considerable attention due to
the popularity of OpenAI’s ChatGPT, along with alternatives like Microsoft’s Bing Chat (utilizing OpenAI’s
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GPT-4) and Google’s Bard.

On the other hand, the escalating overload and saturation of emergency services, primarily caused by non-
urgent cases overwhelming the system, have spurred a critical necessity for innovative solutions that can
effectively differentiate genuine emergencies from situations that could be managed through alternative
means [6,7].

In this study, we aim to evaluate the integration of AI-powered chat systems as a promising strategy to ease
the pressure on emergency services by efficiently assessing the urgency of situations and determining the
need to seek emergency resources, thus ultimately contributing to more effective and resource-efficient
emergency management systems.

Materials And Methods
In this cross-sectional study, we collected patients’ questions posted to an online social media forum,
Reddit’s community r/AskDocs, which data has been used before for research purposes [8,9].

In July 2023, questions or clinical cases were searched in the subreddit r/AskDocs, in which patients asked
about the following: (1) the need to go to the emergency room or (2) if their clinical case can be considered
an emergency. In the subreddit search bar, the following keywords were input to search for these questions:
“emergency,” “emergency room,” “emergency department,” “ER,” and “ED.” Only questions that asked
“should I go to the emergency?” or “is this considered an emergency?” or similar, were considered.

Formal consent wasn’t required as the data came from public sources without personal details. We
summarized quotes from posts to protect patients’ privacy and used the complete quotes to generate
chatbot responses.

A total of 176 questions were obtained, and they were subjected to a review process by the authors, who each
reviewed all the questions. The reviewers relied on the symptoms and signs listed by the American College of
Emergency Physicians [10] and their clinical judgment to determine whether or not it was an emergency or
the need to go to the emergency department (ED) (Table 1). A total of 75 and 101 questions were determined
to be an emergency and a non-emergency, respectively.

Adult medical emergency symptom Pediatric medical emergency symptoms

Difficulty breathing and shortness of breath Severe headache or vomiting, especially following a head injury

Chest or upper abdominal pain or pressure lasting 2 min or more Abnormal or difficult breathing

Severe or persistent vomiting or diarrhea Skin or lips that look blue, purple, or gray

Head or spine injury Feeding or eating difficulties

Ingestion of a poisonous substance Increasing or severe, persistent pain

Uncontrolled bleeding Inability to stand up or unsteady walking

Coughing or vomiting blood Unconsciousness

Suicidal or homicidal feelings Seizures

Injury due to a serious motor vehicle accident, burns or smoke
inhalation, near drowning, deep or large wound, or other serious
injuries

Fever accompanied by a change in behavior (especially with a severe, sudden
headache accompanied by mental changes, and neck/back stiffness)

TABLE 1: Symptoms indicative of medical emergency in adults and pediatric population from the
American College of Emergency Physicians (ACEP)

These questions were input into each of the AI chatbots in a new chat per question to avoid memory
retention bias, and the text outputs of ChatGPT, Google Bard, and Microsoft Bing AI Chat responses were
evaluated (Table 2).
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Reddit
questions

Reviewers OpenAI’s ChatGPT Google Bard Microsoft Bing Chat

Today, I took
my bottle of
Xanax and all
my bottles of
gabapentin.
Do I need
medical
attention for
this
overdose? My
symptoms
right now are
just blurry
vision and
tiredness.
Should I go to
the ER?

Yes, this is
an
emergency

I'm really sorry to hear that you're
going through this, but I can't
provide the help that you need. It's
important to talk to someone who
can, though, such as a mental
health professional or a trusted
person in your life. They can offer
support and guidance. If you're in
the United States and in need of
immediate help, consider reaching
out to the National Suicide
Prevention Lifeline at 1-800-273-
TALK (1-800-273-8255) or seeking
emergency medical attention by
going to the nearest emergency
room.

Yes, you should go to the ER.
Xanax and gabapentin overdose
can be dangerous, and you may
need medical attention to prevent
serious health problems or death.
The symptoms of Xanax and
gabapentin overdose can include
blurred vision drowsiness,
confusion, seizures, slow breathing,
low blood pressure, and coma. If
you are experiencing any of these
symptoms, it is important to seek
medical attention immediately. The
ER can provide you with the care
you need to prevent further health
problems.

Yes, you should go to the emergency room
immediately. Taking an overdose of Xanax
and gabapentin can be dangerous and
potentially life-threatening. It is important to
seek medical attention as soon as possible
to receive appropriate treatment. Please do
not delay in seeking help. If you are unable
to get to the emergency room on your own,
call 911 or your local emergency number for
assistance.

Is this an
emergency or
a normal
constipation
case? My
stomach
hasn't been
feeling well
since the last
few days.
There is gas
all the time,
and I have
multiple urges
to defecate,
but nothing
comes out.

No, this is
not an
emergency

I'm not a doctor, but based on the
symptoms you've described, it may
not necessarily be an emergency.
However, it's always a good idea to
consult a healthcare professional to
get a proper evaluation and
diagnosis. They can provide you
with appropriate advice and
guidance based on your specific
situation.

In your case, since you have only
been experiencing constipation for a
few days, and it is not accompanied
by any other symptoms, it is likely
that it is a normal case of
constipation. However, if your
constipation does not improve after
a few days, or if it gets worse, it is
important to see a doctor to rule out
any underlying medical conditions.

It's difficult for me to determine if this is an
emergency or a normal case of constipation.
However, I can provide you with some
information on constipation that may help
you. Constipation is generally described as
having fewer than three bowel movements a
week, passing lumpy or hard stools,
straining to have bowel movements, feeling
as though there's a blockage in your rectum
that prevents bowel movements, or feeling
as though you can't completely empty the
stool from your rectum. Constipation may be
considered chronic if you've experienced
two or more of these symptoms for the last
three months.

TABLE 2: Examples of Reddit questions and AI chatbots’ answers

Because some of the AI chatbots’ answers were not explicit, a criterion was made in order to avoid
ambiguity. The criterion describes three possible categories for the AI chatbot’s answer regarding whether or
not it is considered an emergency or recommended to go to the ED: yes, no, or cannot determine. These
were reviewed again by each of the authors based on the criteria previously established (Table 3).
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Yes No Cannot determine

Explicitly affirms that it is an emergency or
that you should go to the ER/ED.

Explicitly affirms that it is not an
emergency or that you should not
go to the ER/ED.

When it states that it cannot determine if it is an emergency or not.

When it states that you should consider
going to the ER without any other
alternative. 

When it states that it may not
necessarily be an emergency.

When it cannot confidently determine whether or not it is an
emergency and provides two scenarios to be determined by the user.

When it expresses an intention of urgency
or immediacy of seeking medical
attention.

When it does not express an
intention of urgency or immediacy
of seeking medical attention.

When it gives you two options: either go to the emergency room or
contact a doctor, without stressing the need to go to the emergency
room, making the user the one to make the decision.

When the first option that it tells is to go to
the emergency. Other options must be
clear on their secondary position.

When it refers you to a specialist. When no other criteria are met.

TABLE 3: Study criteria to categorize AI chatbots’ responses

ChatGPT free version was used, which runs OpenAI’s GPT-3.5. Google Bard was in its beta version at the
time it was used. Microsoft Bing Chat, which uses OpenAI’s GPT-4, has three options available regarding its
mode of conversation style: creative, balanced, and precise. Each time a question was typed into the chat,
the precise option was selected. AI chatbots’ responses were compared with each other and with authors'
responses. We compared the number of emergency cases (“yes” responses), non-emergency cases (“no”
responses), and cases that could not be determined (“cannot determine” responses) between the three
different chatbots and between reviewers and AI chatbots’ responses. For qualitative comparison between
reviewers and AI chatbot responses, we considered the reviewer’s responses to be the standard of
comparison for AI chatbots’ responses. Based on this, either of the two responses from reviewers was
considered to be a “true” interpretation of the cases, designated as “true emergency” or “true non-
emergency.” When AI chatbots’ responses (“yes” or “no”) were the same as reviewers’ responses (“yes” or
“no”) in a case, it was considered as “true” emergency or “true” non-emergency, respectively. On the other
hand, when comparing both responses, “false” emergency or “false” non-emergency was designated when
AI chatbots’ responses differed from reviewers’ responses (Table 4). Finally, we compared the performance
of each AI chatbot in emergency and non-emergency cases, and we performed Cochran’s Q test on RStudio
statistical software to determine if there was a significant difference in their performance. We considered a
p-value of <0.05. 

 Reviewers "yes" response Reviewers "no" response

AI chatbots "yes" responses True emergency False emergency

AI chatbots "no" responses False non-emergency True non-emergency

TABLE 4: Quantitative comparison between reviewers and AI chatbots’ responses

Results
The sample contained 176 questions/cases with the premise mentioned before. A total of 75 (43%) of these
cases were considered as emergency by the reviewers, while the remaining 101 (57%) cases were considered
as true non-emergency. 

Responses to these questions by the different AI chatbots were evaluated and categorized following the
established criteria. OpenAI’s ChatGPT-3.5 considered 98 (56%) cases to be an emergency, while Google Bard
and Microsoft Bing Chat considered 94 (53%) and 100 (57%) cases to be an emergency, respectively. Google
Bard detected more true emergency cases compared to the other AI chatbots, with 65 (87%) out of the 75
true emergency cases, followed by Microsoft Bing and ChatGPT-3.5, with 61 (82%) and 58 (77%), respectively
(Table 5). Nevertheless, none of the AI chatbots demonstrated to be superior to each other (p-value = 0.35)
in detecting true emergency cases.
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Reviewers/AI
chatbots

Number of
emergency cases
detected

Number of true emergency
cases detected by AI chatbots

% of true emergency cases
detected by AI chatbots

Number of false emergency cases
interpreted by AI chatbots

Reviewers 75 N/A N/A N/A

OpenAI's
ChatGPT-3.5

98 58 77% 40

Google Bard 94 65 87% 29

Microsoft
Bing Chat

100 61 82% 39

TABLE 5: Number of true and false emergency cases detected by the different AI chatbots
None of the AI chatbots demonstrated to be superior to each other (p-value = 0.35) in detecting true emergency cases

ChatGPT-3.5 had the highest number of “false” emergency cases with 40 cases, followed by Microsoft Bing
and Google Bard with 39 and 29 false emergency cases, respectively, as demonstrated in Table 5. 

The number of non-emergency cases from all cases detected by the different AI chatbots was the following:
38 (22%) for OpenAI ChatGPT, 36 (21%) for Google Bard, and 29 (16%) for Microsoft Bing. Out of the 101 true
non-emergency cases considered by reviewers, ChatGPT-3.5 detected only 37 (36%) cases, while Google Bard
detected 34 (33%) and Microsoft Bing detected 27 (26%). Once again, there was no significant difference (p-
value = 0.16) between the different AI chatbots to detect non-emergency cases. Number of false non-
emergency cases were two in both Google Bard and Microsoft Bing and only one in Google Bard (Table 6).

Reviewers/chatbots
Number of non-
emergency cases
detected

Number of true non-
emergency cases detected by
AI chatbots

% of true non-emergency
cases detected by AI
chatbots

Number of false non-emergency
cases interpreted by AI chatbots

Reviewers 101 N/A N/A N/A

OpenAI's ChatGPT-
3.5

38 37 36% 1

Google Bard 36 34 33% 2

Microsoft Bing Chat 29 27 26% 2

TABLE 6: Number of true and false non-emergency cases detected by AI chatbots
There was no significant difference (p-value = 0.16) between the different AI chatbots to detect non-emergency cases

The different AI chatbots could not determine the cases as either emergency or non-emergency, in similar
numbers. These cases eventually fell into the “cannot be determined” category. Out of the 176 cases, Google
Bard and Microsoft Bing could not determine whether it was an emergency or not in 47 (27%) and 46 (26%),
respectively, while ChatGPT had 40 (23%) undetermined cases.

Discussion
The ED is a notably congested section within the hospital, catering to a diverse range of patients,
encompassing high-risk individuals [11]. Overcrowding denotes a circumstance wherein the optimal
functioning of the ED becomes compromised, primarily attributable to an excessive influx of patients
awaiting consultation, diagnosis, treatment, transfer, or discharge [12].

Numerous factors contribute to this phenomenon. Among them, the volume of incoming patients plays a
significant role, predominantly stemming from the inappropriate utilization of emergency services, such as
unwarranted visits, non-urgent cases, and self-referred individuals [7].

In a broader context, excessive overcrowding leads to adverse repercussions on patient well-being, mortality
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rates, disease incidence, patient contentment, and the overall standard of healthcare provision [6,13,14].
Additionally, it gives rise to prolonged durations of stay within the ED, heightened instances of patients
departing without receiving attention, and an elevated frequency of medical inaccuracies [15,16].

The emergence of urgent care clinics has arisen as a response to this issue, providing treatment for minor
ailments or injuries that lack life-threatening severity, thereby distinguishing them from EDs designed for
critical conditions [17]. Utilization of these facilities, rather than EDs, has witnessed a surge in recent times
and has partially alleviated the problem of ED overcrowding to some extent [18,19], albeit remaining
insufficient for complete resolution.

That being acknowledged, there still exists a critical necessity for looking into innovative solutions that can
effectively differentiate genuine emergencies from situations that could be managed through alternative
means. 

The most popular AI chatbots are OpenAI’s ChatGPT, Google Bard, and Microsoft Bing Chat. By January
2023, within a span of two months, ChatGPT garnered an approximate user base of 100 million, thereby
achieving unparalleled rapid growth within the domain of web-based platforms [20]. Notably, Microsoft’s
Bing strategically adopted ChatGPT, effectuating the inclusion of AI into its search mechanism. It is
noteworthy that Google Bard, operating in a beta version, uses Google’s own model, called LaMDA,
representing Google’s incursion into similar technological pursuits.

With the rising popularity of AI chatbots and their integration into healthcare [21,22], they stand as a
promising strategy to ease the pressure on emergency services by efficiently assessing the urgency of
situations and determining the need to seek emergency resources, thus ultimately contributing to more
effective and resource-efficient emergency management systems.

In this cross-sectional study, the three different AI chatbots interpreted almost identical numbers of
emergency, non-emergency, and undetermined cases. In general, AI chatbots considered around 12-15%
more cases to be an emergency than reviewers. On the other hand, a very low number of cases were
considered by AI chatbots to be non-emergency compared to reviewers (around 35% of cases less). A
difference in numbers between each AI chatbot was noticeable when qualitatively comparing their
responses to the reviewers. Google Bard detected the most true emergency cases (87%) and true non-
emergency cases (36%). However, no real difference in performance between the three AI chatbots was
found in detecting true emergencies (p-value = 0.35) and non-emergency cases (p-value = 0.16). 

Based on these findings, it can be asserted that further refinement is necessary for AI chatbots to discern
between emergencies and non-emergencies accurately. Nonetheless, it should be noted that the original
intention behind developing these AI chatbots did not encompass this objective. Consequently, it remains
imperative to anticipate future advancements in AI technology dedicated to this precise task, accompanied
by subsequent research efforts that substantiate these outcomes.

The implementation of AI chatbots specifically designed for differentiating between emergencies and non-
emergencies might have the capacity to influence patient outcomes by promptly and accurately addressing
patient inquiries, thereby potentially decreasing unnecessary clinical appointments and releasing valuable
resources for those in greater need [23]. Additionally, the utilization of these AI chatbots could facilitate
patient equity, catering to individuals with limited mobility, non-traditional work schedules, or concerns
about medical expenses, thereby potentially fostering increased adoption of AI chatbot services [24].

Limitations
Chatbots cannot always give a direct answer to the main question of whether to go to an emergency room;
in some cases, we observed that the response was not specified as it only gave vague information.

AIs are trained to generate answers by identifying specific words to understand the questions or inquiries.
They obtain information through vast but not limitless resources like digital articles, books, and web pages.
Those sources are predetermined by its creator when the AI is being developed, which means that it would
not comprehend and make a needed answer with facts that are off its sources. Moreover, the constantly
emerging medical discoveries become another limitation as they overcome the lack of automatically
continuous updates for AI’s knowledge, restricting their source of information. 

Furthermore, chatbots are highly criticized for not being able to understand and differentiate human
feelings and emotions [22]. AI processes the words in the questions literally, which can lead to
underestimating true emergencies or assuming emergencies that indeed are exaggerations of the patient’s
situation and that the AI cannot understand due to incorrect use of words in the description of the patient’s
problem.

Conclusions
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In essence, the overcrowding issue within EDs arises due to a complex interplay of factors, leading to adverse
effects on patient care and healthcare quality. Despite the emergence of urgent care clinics as a partial
solution, effectively distinguishing genuine emergencies from manageable cases remains a central
challenge.

AI chatbots like ChatGPT, Google Bard, and Microsoft Bing Chat require further refinement to accurately
identify emergency situations. AI chatbots cannot be used at the moment to triage or understand medical
emergencies. While originally not designed for this purpose, ongoing advancements in AI technology are
expected to address this limitation, potentially revolutionizing emergency care and patient outcomes.
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